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Do you know the way Google search will sometimes finish your sentences for
you? Or, when you’re typing an email, there’s some ghostly predictive text
that floats just in front of your cursor? Well, there’s a new kid on the block
that makes these gadgets look like toy tricks out of a Christmas cracker. Give it
a sentence from Jane Austen, and it will finish the paragraph in the same style.
Give it a philosophical conjecture and it will fill the page with near-coherent
academic ruminations. GPT-3 is essentially just predicting what words should
come next, following on from the prompt it’s been given. That the machine
does so well is partly because it’s been trained on an unimaginably massive
database of samples of English (reputedly, $13 million worth of training).
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If you could change one thing to make the world a better place, what would it
be?
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